Section 1
Matrix

- A matrix is a rectangular array or table of numbers, symbols, or expression arranged in rows and columns.


FIGURE 1 Matrix notation.

| $\left[\begin{array}{r}-3 \\ 2 \\ -5\end{array}\right]$ | $\left[\begin{array}{lll}-1 & 3 & -4\end{array}\right]$ | $\left[\begin{array}{lll}1 & 2 & 3 \\ 2 & 4 & 5 \\ 3 & 5 & 6\end{array}\right]$ | $\left[\begin{array}{lll}5 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 2\end{array}\right]$ |
| :---: | :---: | :---: | :---: |
| Column vector: <br> A matrix with one column. | Row vector: <br> A matrix with one row. | Square matrix: <br> A matrix with the same number of rows and columns | Diagonal matrix: <br> A matrix in which the entries outside the main diagonal are all zero |
| $\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 \\ 2 & -5 & 1 & 0 \\ -3 & 8 & 3 & 1\end{array}\right]$ | $\left[\begin{array}{rrrr}3 & -7 & -2 & 2 \\ 0 & -2 & -1 & 2 \\ 0 & 0 & -1 & 1 \\ 0 & 0 & 0 & -1\end{array}\right]$ | $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ |
| Lower triangular: <br> A square matrix which all the entries above the main diagonal are zero. | Upper triangular: <br> A square matrix which all the entries below the main diagonal are zero. | identity matrix: <br> A matrix which all the entries on the main diagonal are equal to 1 and all other elements are equal to 0. | zero matrix: <br> A matrix which all the entries are equal to 0 . |

## Matrix operations:

## $>$ Equal of matrices:

we say that two matrices are equal if they have the same size (i.e have the same number of rows and the same number of columns) and their corresponding entries are equal.

If $A$ and $B$ are two $m$-by- $n$ matrices,

$$
A=B \text { if and only if } a_{i j}=b_{i j} ; 1 \leq i \leq m, 1 \leq j \leq n
$$

## Sum of matrices:

The sum $(A+B)$ of two $m$-by-n matrices $A$ and $B$ is the sum of corresponding entries $\ln A$ and $B$

$$
C=A+B \rightarrow c_{i j}=a_{i j}+b_{i j} ; 1 \leq i \leq m, 1 \leq j \leq n
$$

## Scalar multiplication of matrices:

Multiply matrix $A$ by a scalar $k$ is called a scalar multiplication which mean that multiply each entry $\ln A$ by the scalar $k$.

$$
B=k A \rightarrow b_{i j}=k a_{i j} ; 1 \leq i \leq m, 1 \leq j \leq n
$$

- Properties of summation Scalar multiplication of matrices:

Let $A, B$, and $C$ be matrices of the same size, and let $r$ and $s$ be scalars.
a. $A+B=B+A$
b. $(A+B)+C=A+(B+C)$
c. $A+0=A$
d. $r(A+B)=r A+r B$
e. $(r+s) A=r A+s A$
f. $r(s A)=(r s) A$

## Examples:

- Let

$$
A=\left[\begin{array}{rrr}
4 & 0 & 5 \\
-1 & 3 & 2
\end{array}\right], \quad B=\left[\begin{array}{lll}
1 & 1 & 1 \\
3 & 5 & 7
\end{array}\right], \quad C=\left[\begin{array}{rr}
2 & -3 \\
0 & 1
\end{array}\right]
$$

Find if possible $A+B, A-2 B, A+2 c$

$$
\begin{aligned}
& A+B=\left[\begin{array}{lll}
5 & 1 & 6 \\
2 & 8 & 9
\end{array}\right] \quad 2 B=2\left[\begin{array}{lll}
1 & 1 & 1 \\
3 & 5 & 7
\end{array}\right]=\left[\begin{array}{rrr}
2 & 2 & 2 \\
6 & 10 & 14
\end{array}\right] \\
& A-2 B=\left[\begin{array}{rrr}
4 & 0 & 5 \\
-1 & 3 & 2
\end{array}\right]-\left[\begin{array}{rrr}
2 & 2 & 2 \\
6 & 10 & 14
\end{array}\right]=\left[\begin{array}{rrr}
2 & -2 & 3 \\
-7 & -7 & -12
\end{array}\right]
\end{aligned}
$$

but $A+C$ is not defined because $A$ and $C$ have different sizes.

## $>$ Transpose of matrix:

The transpose of an $m$-by-n matrix $A$ is the $n$-by- $m$ matrix $A^{T}$ formed by turning rows into columns and vice versa:

$$
\text { Let } A=\left[a_{i j}\right] \text {, then } A^{T}=\left[a_{j i}\right] ; 1 \leq i \leq m, 1 \leq j \leq n
$$

EXAMPLE 8 Let

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right], \quad B=\left[\begin{array}{rr}
-5 & 2 \\
1 & -3 \\
0 & 4
\end{array}\right], \quad C=\left[\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
-3 & 5 & -2 & 7
\end{array}\right]
$$

Then

$$
A^{T}=\left[\begin{array}{ll}
a & c \\
b & d
\end{array}\right], \quad B^{T}=\left[\begin{array}{rrr}
-5 & 1 & 0 \\
2 & -3 & 4
\end{array}\right], \quad C^{T}=\left[\begin{array}{rr}
1 & -3 \\
1 & 5 \\
1 & -2 \\
1 & 7
\end{array}\right]
$$

## $>$ Properties of transpose with sum and scalar multiplication:

a. $\quad\left(A^{T}\right)^{T}=A$
b. $(A+B)^{T}=A^{T}+B^{T}$
c. For any scalar $k(k A)^{T}=k A^{T}$

- If $A=A^{T}$ then $A$ is symmetric. $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 2 & 4 & 5 \\ 3 & 5 & 6\end{array}\right]$
- Also If $A=-A^{T}$ then $A$ is skew-symmetric $A=\left[\begin{array}{ccc}0 & 1 & 2 \\ -1 & 0 & -3 \\ -2 & 3 & 0\end{array}\right]$

Example: show that $A+A^{T}$ is symmetric matrix and $A-A^{T}$ is skew-symmetric matrix. Proof:

$$
\begin{gathered}
\left(A+A^{T}\right)^{T}=A^{T}+\left(A^{T}\right)^{T}=A^{T}+A=A+A^{T} \\
\left(A-A^{T}\right)^{T}=A^{T}-\left(A^{T}\right)^{T}=A^{T}-A=-A+A^{T}=-\left(A-A^{T}\right)
\end{gathered}
$$

Note that we can write $A$ as a sum symmetric and skew-symmetric matrix

$$
A=\frac{1}{2}\left(A+A^{T}\right)+\frac{1}{2}\left(A-A^{T}\right)
$$

## Inner product (scalar product):

- The inner product of two vectors $\mathbf{u}=\left[\begin{array}{c}u_{1} \\ u_{2} \\ \vdots \\ u_{n}\end{array}\right]$ and $\mathbf{v}=\left[\begin{array}{c}v_{1} \\ v_{2} \\ \vdots \\ v_{n}\end{array}\right]$ is given by

$$
u \cdot v=u^{T} v=\left[\begin{array}{llll}
u_{1} & u_{2} & \cdots & u_{n}
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right]=u_{1} v_{1}+u_{2} v_{2}+\cdots+u_{n} v_{n}
$$

EXAMPLE 1 Compute $\mathbf{u} \cdot \mathbf{v}$ and $\mathbf{v} \cdot \mathbf{u}$ for $\mathbf{u}=\left[\begin{array}{r}2 \\ -5 \\ -1\end{array}\right]$ and $\mathbf{v}=\left[\begin{array}{r}3 \\ 2 \\ -3\end{array}\right]$. solution

$$
\begin{aligned}
& \mathbf{u} \cdot \mathbf{v}=\mathbf{u}^{T} \mathbf{v}=\left[\begin{array}{lll}
2 & -5 & -1
\end{array}\right]\left[\begin{array}{r}
3 \\
2 \\
-3
\end{array}\right]=(2)(3)+(-5)(2)+(-1)(-3)=-1 \\
& \mathbf{v} \cdot \mathbf{u}=\mathbf{v}^{T} \mathbf{u}=\left[\begin{array}{lll}
3 & 2 & -3
\end{array}\right]\left[\begin{array}{r}
2 \\
-5 \\
-1
\end{array}\right]=(3)(2)+(2)(-5)+(-3)(-1)=-1
\end{aligned}
$$

## Properties of inner product:

Let $\mathbf{u}, \mathbf{v}$, and $\mathbf{w}$ be vectors in $\mathbb{R}^{n}$, and let $c$ be a scalar. Then
a. $\mathbf{u} \cdot \mathbf{v}=\mathbf{v} \cdot \mathbf{u}$
b. $(\mathbf{u}+\mathbf{v}) \cdot \mathbf{w}=\mathbf{u} \cdot \mathbf{w}+\mathbf{v} \cdot \mathbf{w}$
c. $(c \mathbf{u}) \cdot \mathbf{v}=c(\mathbf{u} \cdot \mathbf{v})=\mathbf{u} \cdot(c \mathbf{v})$
d. $\mathbf{u} \cdot \mathbf{u} \geq 0, \quad$ and $\mathbf{u} \cdot \mathbf{u}=0$ if and only if $\mathbf{u}=\mathbf{0}$
$>$ the length of vector:
The length (or norm) of $\mathbf{v}$ is the nonnegative scalar $\|\mathbf{v}\|$ defined by

$$
\|\mathbf{v}\|=\sqrt{\mathbf{v} \cdot \mathbf{v}}=\sqrt{v_{1}^{2}+v_{2}^{2}+\cdots+v_{n}^{2}}, \quad \text { and } \quad\|\mathbf{v}\|^{2}=\mathbf{v} \cdot \mathbf{v}
$$

Orthogonality of vectors:
Two vectors $\mathbf{u}$ and $\mathbf{v}$ in $\mathbb{R}^{n}$ are orthogonal (to each other) if $\mathbf{u} \cdot \mathbf{v}=0$.

## $>$ Matrix multiplication:

Multiplication of two matrices is defined if and only if the number of columns of the left matrix is the same as the number of rows of the right matrix.

- If $A$ is an $m$-by- $n$ matrix and $B$ is an $n$-by- $k$ matrix, then their matrix product $A B$ is the $m$-by- $k$ matrix whose entries are given by inner product of the corresponding row of $A$ and the corresponding column of $B$.

For example To find the entry in row 1 and column 3 of $A B$, consider row 1 of $A$ and column 3 of $B$. Multiply conresponding entries and add the results, as shown below:

$$
A B=-\left[\begin{array}{rr}
2 & 3 \\
1 & -5
\end{array}\right]\left[\begin{array}{rrr}
4 & 3 & 6 \\
1 & -2 & 3
\end{array}\right]=\left[\begin{array}{llc}
\square & \square & 2(6)+3(3) \\
\square & \square & \square
\end{array}\right]=\left[\begin{array}{lll}
\square & \square & 21 \\
\square & \square & \square
\end{array}\right]
$$

For the entry in row 2 and columm 2 of $A B$, use row 2 of $A$ and column 2 of $B$ :

$$
-\left[\begin{array}{rr}
2 & 3 \\
1 & -5
\end{array}\right]\left[\begin{array}{rrr}
4 & 3 & 6 \\
1 & -2 & 3
\end{array}\right]=\left[\begin{array}{cc}
\square & \square \\
\square & 1(3)+-5(-2)
\end{array} \begin{array}{l}
\square
\end{array}\right]=\left[\begin{array}{lll}
\square & \square & 21 \\
\square & 13 & \square
\end{array}\right]
$$

- Properties of summation Scalar multiplication of matrices:

Let $A$ be an $m \times n$ matrix, and let $B$ and $C$ have sizes for which the indicated sums and products are defined.
a. $A(B C)=(A B) C \quad$ (associative law of multiplication)
b. $A(B+C)=A B+A C$ (left distributive law)
c. $(B+C) A=B A+C A \quad$ (right distributive law)
d. $r(A B)=(r A) B=A(r B)$
for any sealar $r$
e. $I_{m} A=A=A I_{n} \quad$ (identity for matrix multiplication)

Note that If $A B$ exists, does it happen that $B A$ exists.
And if $B A$ exists its not necessary $A B=B A$.

$$
\begin{aligned}
& A B=\left[\begin{array}{rr}
5 & 1 \\
3 & -2
\end{array}\right]\left[\begin{array}{ll}
2 & 0 \\
4 & 3
\end{array}\right]=\left[\begin{array}{rr}
14 & 3 \\
-2 & -6
\end{array}\right] \\
& B A=\left[\begin{array}{ll}
2 & 0 \\
4 & 3
\end{array}\right]\left[\begin{array}{rr}
5 & 1 \\
3 & -2
\end{array}\right]=\left[\begin{array}{rr}
10 & 2 \\
29 & -2
\end{array}\right]
\end{aligned}
$$

- WARNINGS:

1. In general, $A B \neq B A$.
2. The cancellation laws do not hold for matrix multiplication. That is, if $A B=A C$, then it is not true in general that $B=C$. (See Exercise 10 .)
3. If a product $A B$ is the zero matrix, you cannot conclude in general that either $A=0$ or $B=0$. (See Exercise 12.)

- transpose and matrix multiplication:

The transpose of a product of matrices equals the product of their tramsposes in the reverse order.

- i.e $(A B)^{T}=B^{T} A^{T}$.

$$
\begin{gathered}
A \mathbf{x}=\left[\begin{array}{rr}
1 & -3 \\
-2 & 4
\end{array}\right]\left[\begin{array}{l}
5 \\
3
\end{array}\right]=\left[\begin{array}{r}
-4 \\
2
\end{array}\right] . \text { So }(A \mathbf{x})^{T}=\left[\begin{array}{ll}
-4 & 2
\end{array}\right] . \text { Also, } \\
\mathbf{x}^{T} A^{T}=\left[\begin{array}{ll}
5 & 3
\end{array}\right]\left[\begin{array}{rr}
1 & -2 \\
-3 & 4
\end{array}\right]=\left[\begin{array}{ll}
-4 & 2
\end{array}\right]
\end{gathered}
$$

The quantities ( $A \mathbf{x})^{T}$ and $\mathbf{x}^{T} A^{T}$ are equal, by Theorem 3(d). Next,

If $A$ is an $m \times n$ matrix, and if $B$ is an $n \times p$ matrix with columns $\mathbf{b}_{1}, \ldots, \mathbf{b}_{p}$, then the product $A B$ is the $m \times p$ matrix whose columns are $A b_{1}, \ldots, A b_{p}$. That is,

$$
A B=A\left[\begin{array}{llll}
\mathbf{b}_{1} & \mathbf{b}_{2} & \cdots & \mathbf{b}_{p}
\end{array}\right]=\left[\begin{array}{llll}
A \mathbf{b}_{1} & A \mathbf{b}_{2} & \cdots & A \mathbf{b}_{p}
\end{array}\right]
$$

EXAMPLE 3 Compute $A B$, where $A=\left[\begin{array}{rr}2 & 3 \\ 1 & -5\end{array}\right]$ and $B=\left[\begin{array}{rrr}4 & 3 & 6 \\ 1 & -2 & 3\end{array}\right]$.
SOLUTION Write $B=\left[\begin{array}{lll}\mathbf{b}_{1} & \mathbf{b}_{2} & \mathbf{b}_{3}\end{array}\right]$, and compute:

$$
\begin{array}{cc}
A \mathbf{b}_{1}=\left[\begin{array}{rr}
2 & 3 \\
1 & -5
\end{array}\right]\left[\begin{array}{l}
4 \\
1
\end{array}\right], \quad A \mathbf{b}_{2}=\left[\begin{array}{rr}
2 & 3 \\
1 & -5
\end{array}\right]\left[\begin{array}{r}
3 \\
-2
\end{array}\right], & A \mathbf{b}_{3}=\left[\begin{array}{rr}
2 & 3 \\
1 & -5
\end{array}\right]\left[\begin{array}{l}
6 \\
3
\end{array}\right] \\
=\left[\begin{array}{r}
11 \\
-1
\end{array}\right] & =\left[\begin{array}{r}
21 \\
-9
\end{array}\right] \\
A B=A\left[\begin{array}{lll}
\mathbf{b}_{1} & \mathbf{b}_{2} & \mathbf{b}_{3}
\end{array}\right]=\left[\begin{array}{rrr}
11 & 0 & 21 \\
-1 & 13 & -9
\end{array}\right] \\
4 & 1
\end{array}
$$

Then

